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GOAL OF THE TALK

➤ Notes on what is a complex system 

➤ Information mathematically and conceptually 

➤ Examples of information analysis of complex systems
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“A complex system is an ensemble of 
many elements which are interacting 
in a disordered way, resulting in 
robust organisation and memory. 

Ladyman, Lambert, Wiesner 
What is a complex system 
Eur J Phil Sci (2013)
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ENTROPY
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INFORMATION



“ A measure that corresponds much 
better to what is usually meant by 
complexity in ordinary conversation, 
as well as in scientific discourse, 
refers [...] to the length of a concise 
description of a set of the entity’s 
regularities.  

 Murray Gell-Mann. What is complexity. 
Complexity, (1995)  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COMPLEXITY 
IS NOT JUST 

REGULARITIES.
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THREE QUESTIONS I WILL ANSWER

A. Is complexity really between order and randomness? 

B. Why is information relevant for complex systems? 

C. What have scientists done to show this?
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MYTH OF THE 
PEAKED 

COMPLEXITY 
FUNCTION
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Shalizi, CR, KL Shalizi, and 
R Haslinger. “Quantifying 

Self-Organization with 
Optimal Predictors.” Phys 

Rev Lett (2004) 
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THERE IS NO FUNCTION REPRODUCING THE PEAK (YET)
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Ladyman, Lambert, Wiesner 
What is a complex system 
Eur J Phil Sci (2013)

statistical complexity 

effective complexity 

effective measure complexity 

logical depth 

…



K Wiesner

DISORDER VS ORDER

➤ System vs product

Ladyman and Wiesner 
Princeton University Press 
to be published 2017
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2ND PART

A. Notes on what is a complex system 

B. Information mathematically and conceptually 

C. Examples of information analysis of complex systems
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SHANNON ENTROPY MEASURES DISORDER

➤ Shannon entropy 
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SHANNON VS GIBBS
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MUTUAL INFORMATION
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➤ Is complexity really between order and randomness? 

➤ Why is information relevant for complex systems? 

➤ What have scientists done to show this?
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MUTUAL INFORMATION MEASURES CORRELATIONS

mutual 
information

entropy
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Interaction as correlation as information
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INFORMATION PROVIDES A 
UNIVERSAL LANGUAGE FOR 

ALL COMPLEX SYSTEMS.

Ladyman and Wiesner 
Princeton University Press 
to be published 2017
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Network theory as universal language for complex systems.



K Wiesner

3RD PART

➤ Notes on what is a complex system 

➤ Information mathematically and conceptually 

➤ Examples of information analysis of complex systems
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MODEL GLASS FORMERS Dunleavy, Andrew J., K Wiesner, R Yamamoto, and CP Royall. ‘Mutual 
Information Reveals Multiple Structural Relaxation Mechanisms in a 
Model Glass Former’. Nature Communications (2015).
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MUTUAL INFORMATION: SIGNATURE OF COLLECTIVE MOTION
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MUTUAL INFORMATION REVEALS COLLECTIVE MOTION
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TWO TYPES OF PARTICLES
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MUTUAL INFORMATION PREDICTS MAJOR PLAYERS IN RELAXATION MECHANISM

early  
movers

late movers

Dunleavy, Andrew J., K Wiesner, R Yamamoto, and CP Royall. ‘Mutual 
Information Reveals Multiple Structural Relaxation Mechanisms in a 
Model Glass Former’. Nature Communications (2015).
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STEM CELL DIFFERENTIATION
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ENTROPY HYPOTHESIS

MacArthur, Ben D., and Ihor R. Lemischka. 
“Statistical Mechanics of Pluripotency.” Cell (2013)

Banerji, Christopher et al. “Cellular Network Entropy as the Energy 
Potential in Waddington’s Differentiation Landscape.”  

Scientific Reports (2013) 
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NETWORK ENTROPY CORRELATES WITH PLURIPOTENCY
Banerji, Christopher et al. “Cellular Network Entropy as the Energy 

Potential in Waddington’s Differentiation Landscape.”  
Scientific Reports (2013) 
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CONCLUSIONS

➤ Information is useful because of abstraction of interactions 

➤ Information can measure order and disorder 

➤ Complex systems science is possible because of abstraction to 
similar mathematical constructs 

➤ Is complexity is really between order and randomness, 
complexity measures are not. 

➤ Information is a universal language for complex systems. 

➤ Scientists are beginning to quantify this.


